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SYNQ (Synthesis-aware Fine-tuning for Zero-shot Quantization)
• TL;DR: We clearly illustrate and address the three major 

challenges in Zero-shot Quantization (ZSQ) 
• Github: https://github.com/snudm-starlab/SynQ

Challenge 1. Noise in the Synthetic Dataset
• Synthetic samples contain high-frequency noise unlike real images 

that concentrate on low frequencies

Challenge 2. Predictions based on Off-target Patterns
• Quantized models rely on incorrect image patterns for predictions

Challenge 3. Misguidance by Erroneous 
        Hard Labels
• Erroneous hard labels of difficult samples 

lead the quantized model into inaccuracy 

Problem. Zero-shot Quantization 
• Input: a pre-trained model 𝑀 and 

quantization bits 𝐵 (without any real data)
• Output: an accurate 𝐵-bit quantized model 𝑀!

1. SYNQ achieves the state-of-the-art performance
• Regardless of model type, quantization bits, dataset, and 

quantization settings (PTQ / QAT)
2. SYNQ is compatible with any ZSQ methods
• By all main ideas targeting Step 2-2, Fine-tuning Phase

* CNN Quantization
• Quantization-aware Training (QAT) setting (up to 1.74%p)

• Post-training Quantization (PTQ) setting (0.64%p in average)

* Adaptability of SYNQ (up to 31.17%p)

* ViT Quantization (up to 0.58%p in average)

Summary Experiments

Idea 1. Low-pass Filter
• Exploit a Gaussian low-pass filter,

performed in the frequency domain
through Fourier transforms ℱ and ℱ"# 

𝐱$% = ℱ"# 𝐆⊙ℱ 𝐱$ 	

Idea 2. Alignment of Class Activation Map (CAM)
• Align the CAMs of pre-trained and quantized models
• Saliency map 𝐒& ⋅  from Grad-CAM [ICCV ’17]

ℒ'() 𝐱$; 𝜃, 𝜃! = 𝐒& 𝐱$ − 𝐒&! 𝐱$ %
*
 

Challenges

Idea 3. Soft Labels for Difficult Samples
• Exclude the cross-entropy loss from hard labels for 

difficult samples (classified based on threshold 𝜏)
• Difficulty 𝛿 𝐱$ , 𝜃 = 1 − 𝑞+" 𝐱$; 𝜃

(a) ImageNet dataset
Samples Magnitude spectrum (log scale)

Centralized in
low frequency

(b) Synthetic dataset (TexQ)
Samples Magnitude spectrum (log scale)

Distributed all over the 
frequency domain

(a) Input (b) ResNet-18 (c) TexQ (d) SYNQ (Ours)
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(b) Synthetic (TexQ)(a) ImageNet
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Generator-based Noise Optimization

Typical Solution: Two-step Scheme
Step 1: Dataset Synthesis

• Generate a synthetic dataset that resembles 
the original training dataset

Step 2: Model Quantization
• Step 2-1. Quantization Phase (by RTN)
• Step 2-2. Fine-tuning Phase 

Proposed Method

Zero-shot Quantization
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https://github.com/snudm-starlab/SynQ

